 —

Hewlett Packard
Enterprise

Accelerating Business |
Outcomes by leveraging
Intelligent Storage



Nimble Storage 101: The Early Days

The Accelerator Appliance

Clients

clients or servers

Transparent.
Looks like a

switch

\ Switch /
e

Nimble )Accelerator

Minimal administration.

No quotas, backups, A—
snapshots etc. r— :

? (—

-

— Storage Server

Hewlett Packard
Enterprise

-
No change to s =

/

|

Multi-protocol:
NFS, CIFS, iSCSI, FC

Low power. Reliable:
all solid-state.

Fail-to-wire: Preserves
data access on
device malfunction




Why does Nimble win?

Nimbile is...

Extremely Reliable Simple to Deploy
Six Nines Guaranteed Customer Installable/Upgradable

Proactive Problem Resolution

Inoculate Install Base from SW Defects EaSy tO use and S| m ple tO Size

Before and After

Artificial Intelligence with
End to End Visibility

Application, VM, Storage & Environmental

Backups/DR, RPO

Any to Any Replication, per Volume RPO monitoring

Always Inline Data Services

Deterministic Performance

Consume
Safe Upgrade Paths
(SW & HW)
Upgrade paths based on install base analytics
Com petition@

—

Hewlett Packard
Enterprise



Always-On App-Centric Data Services

Microsoft®

vmware Hyper-V SQL Server ORACLE
CHEF  PUPPET ANSIBL OPENSTACK MESOSPHERE KUBERNETES  REST

{3
N © E =
Efficiency Provisioning Protection Al Analytics

Inline Deduplication App. Plug-Ins Triple Parity+ Cross-stack Analysis

Inline Compression Efficient Clones Snapshots Recommendation Engine
Zero Block Elimination Quality of Service Replication Application Heat Maps

Thin Provisioning Multi-tenancy Encryption Forecasting

[Coooo)| CCeee]

All Flash Adaptive Flash Cloud Volumes

Hewlett Packard

Enterprise Multicloud Flash Fabric




Leading Al for Hybrid Cloud

Collecting and Analyzing Millions of Sensors per Second
Customer Impact
® q : 7

L\
Predictive Support Automation Preemptive Recommendations Proactive Management Continuous Improvement

Cloud-Based Al Platform

alil 0

o

Predictive Analytics Engine Global Learning Recommendation Engine

Cross-Stack Telemetry

oooooo

vmware ORACLE - @8 Exchange

Compute Network Storage

—

Hewlett Packard
Enterprise



ldentifying Root Cause & Solution

Enterprise



VM Detalls

VM: test5-arraydispatche X (2] - X
& C ‘ @ Secure | https:/infosighthpe.com/tenant/Nimble.Tenant.0018000000ovsdmAAA/infrastructure/virtualization/vmware/vms/ 1001387900064 o 1-‘(‘ :

Nimble Storage Customer

HPE InfoSight ™ Dashboards Infrastructure Resources Nimble Storage - Infosight v Q =

VMware [ZH Datacenters [E]] Clusters ESXi Hosts = Datastores (3] VMs

vCenter: is-vcenter.lvs.nimblestorage.com [5 Datacenter: LVS-ISDEV @ Cluster: Cluster5 B Host: lvsisdevl-13-u43-esx14.lvs.nimblestorage.com

) VM test5-arraydispatcherl

£ Datastore: test5-misc1l £ Volume: test5-miscl

Time Range: 02/22/2018 4:41 PM PST 10 03/01/2018 4:41 PM PS 1D “ 1M iM Custom
B Host: 2.34ms I Network: 4.16 ms [l Storage: 18.14 ms
Latency
Total Latency Ti PST
40
Average Host
30 1.7 ms
|
20 Average Network
2.15ms
|
10
Average Storage
0 15.99 ms
22.Feb 23.Feb 24, Feb 25. Feb 26.Feb 27.Feb 28.Feb I ——
Read/Write Latency B Read: 0.09ms W Write: 26.44 ms  02/28/2018 06:00 pm PST

Enterprise



Identifying Source of Latency

Pool: vertica-array2-test- X (2] — X
< C ‘ @ Secure | https://infosight.hpe.com/tenant/Nimble.Tenant.0018000000ovsdmAAA/infrastructure/storage/nimble/pools/0a330cb 19a9a5de760000000000000000000000001?... O ‘i}‘ :

Nimble Storage Customer

HPE InfoSight ™ Dashboards Infrastructure Resources Nimble Storage - Infosight v Q &

ane [— ]
Nimble Storage === Pools == Arrays

222 Pool vertica-array2-test3 (default) & Group: vertica-array2-test3 & Volumes: 32 5 Array: Ivs-is-u7-dev33-array-02 (AF-108038)
[} -
0 " T— 1 NI ) RO T [ — (P
22.Feb 23.Feb 24.Feb 25.Feb 26.Feb 27.Feb 28.Feb
LATENCY
., RAW
8/2018 3IPM P5T
w 25 Threshold 5 mis
g
0 Primary factor:
22.Feb : : Cache Underprovisioning
5o [FACTORS W cAcHE:3.7 EBCPU:9.0 SEQI/0: 3.7 HOST/NET: 0.0 [ UNALIGNED 1/0: 0. |
|I_.I'
]
o I
E
A A A
22.Feb 23.Feb 24.Feb 25.Feb 26.Feb

THDAILICHDIIT



Al Engine: Recommendation

Executive Dashboard | H % e - X
< C ‘ @ Secure | https://infosight hpe.com/tenant/Nimble Tenant.0018000001AC5ppAAD/dashboards/nimble/executive O )‘}‘ :

A NimbleOS 2.1.9.1 is no longer supported. These arrays should be upgraded: scooby-snack (AC-103022)

arc iumosignir

Dashboards Infrastructure Resources

Nimble Storage -IT ¥ QL

Nimble Storage Operational Executive Wellness Capacity
Upgrade Needs
Current Recommended
Note: Upgrade recommendations are based on the last 4 weeks of activity.
rtp-nmbl-01 | S/N: AF-106897 | Model: CS460G-X2 (+3 shelves) | Version: 2.3.18.0-394708-opt | Group: rtpnrmy Controller C5400 Series
cPU Cache Cache
100% 150% 100%
““““““““ Head Shalf; 2400 GB 2400 5B
100% % Ia e
50% 50% All-Flash Shelf: 0GB
50%
HDD Shelf: 1,800 GB 1.800 GB
0% 0% 0%
Dec Mar Jun Sep Dec Dec Mar Jun Sep Dec Dec
Total: 4 200 GB 7.400 GB
® Upgrade Recommended
Capacity 171 TB
sjec-nmbl-exch-01 | S/N: AC-103821 | Model: CS460G-X2 (+1 shelf) | Version: 2.3.16.0-364135-0opt | Group: sjC e



InfoSight: Host & VM Recommendation Engine

Environment Status

VM performance is degraded due to the overprovisioning of virtual CPU cores, which is creating scheduling contention. VM latency is elevated,

—

Hew
Ente. prIST

@ Virtual CPU Overprovisioning @ Elevated Latency

Diagnosis

VM performance is degraded due to the overprovisioning of virtual CPU cores, which is creating
scheduling contention.

Recommendations
Move (iPagted) VMs to a Host with a significantly lower ratio of virtual CPU to physical CPU cores.
Reduce the number of virtual CPUs allocated to _ VMs,

Reduce the overall number of virtual CPUs provisioned on the Host(s) used by - VMs.

VM Details

The virtual machines below are first sorted by recommendation label and then in order of descending
cpu contention. Only virtual machines with recommended actions are displayed.

Name Status CPU CoStop+Ready % vCPU Count CPU Usage %

TMTRSKkYDBv01  (ifipacted) [OUeiprovisioned) .02 ) 173
TXTR-SWFNSQL-VO1  (imipacted) [GUSrprovisioned) .11 ] 441
TXITR-SKYMON-v0!  (GHEIDrOVISIOned) 2.04 4 185
wtls-bdms07 [overprovisioned’ 087 2 0.83

Treemap Sankey

This sankey chart shows the relationships between storage arrays (left), datastores (center), and
hosts (right); the width of the lines connecting them represents the amount of 10 traffic. The color of
each array, datastore, and host denotes how much CPU contention (i.e. CPU ready and costop) is
occuring on the associated virtual machines,

—— WILS-Datastore06
——— WTLS-Datastorell

= WTLS-Datastorels
WTLS-Datastorei6 =

: "
—— WTLS-Datastorz08

‘wmm.non

2 WTLS-Datastorz09

10



InfoSight: Host & VM Recommendation Engine

Nimble Storage
InfoSight Labs / Cross Stack Recommendations € Give Feedback
Select a Date Range:
2015-02-20 to 2019-02-27
Analyze

is-vcenter.lvs.nimblestorage.com

Environment Status
VMs are utilizing nearly all of the vCPU resources allocated to them. VM latency is elevated.

@ Virtual CPU Underprovisioning @ Elevated Latency

Diagnosis Treemap Sankey
VMs are utilizing nearty all of the vCPU resources allocated to them. The more of this treemap that is colored, the more widespread the issue. Square size indicates the CPU utilization of each virtual machine as
expressed in number of virtual CPU cores. The color of each virtual machine denotes the CPU utilization as expressed as a percentage of virtual cycles

Recommendations allocated toit.

Assign additional virtual CPUs to _ VMs targeting vCPU utilization under 90%.

VM Details

The virtual machines below are first sorted by recommendation label and then in order of descending cpu contention. Only virtual machines with
recommended actions are displayed.

-—
Name Status CPU CoStop+Ready % vCPUCount ,cpu Ua:e N
test-pachinko2 ‘underprovisionsd 0.08 4 ] uese \
test-pachinkol ‘underprovisioned 0.07 4 1 118.66 \
test-search-contentl ‘underprovisioned 0.07 4 I 93.51 1
test2-streamdb2 ‘underprovisioned 0.01 1 | 12267 I
test2-streamdb3 |underprovisioned ()} 1 \ 124.99 !
\ /
\ /
S

R S A
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Networking

Al for the Data C

Extending HPE InfoSight Across HPE
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HPE InfoSight
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